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Abstract of the contribution: This paper analyse the radio resource overhead, impacts on UE and RAN for synchronization method defined in the broadcast method in solution#11.2 and solution#28A. This paper also give the conclusion proposal based on the analysis

1   
Background

SA2 used to question RAN about the scalability issue for gPTP message via unicast, but RAN2[2] doesn't conclude it and RAN1[3] has highlighted the factors as follows/

	The scalability of per-UE unicast is affected by several factors, including the payload size, the frequency the payload needs to be transmitted, SINR geometry of the cell, and the overall deployment. 

· If the payload size is small, scalability can be achieved more easily than if the payload size is large. 

· If the payload does not need to be transmitted frequently, scalability can be achieved more easily than if the payload needs to be transmitted frequently.

· If the SINR geometry of the cell is good, scalability can be achieved more easily than if the SINR geometry is poor.

The combined effect of the factors should be considered.


SA2#132 has agreed solution 28A as the working assumption. 28A requires a bigger payload size for gPTP message size, since it needs to carry the ingress time stamp except for normal gPTP payload. However, no scalability analysis for gPTP message transmission in 28A has been considered so far.TSN is based on an extremely precise time (e.g. in the granularity of 50ns), which will require really short synchronization period (e.g. 160ms) and frequent (g)PTP SYN messages transmission. The overhead of the continuous SYN message transmission will increase along with number of the UE. 

2   
Discussion

2.1   2.1
Scalability analysis of broadcast method in Solution#11.2

In this section we analyse the maximum number of time domains which can be supported in one cell. According to Table_A1 of Annex A, the maximum number of bits (in SIB) required for one time domain is 150bits. According to 3GPP TS 38.331, the maximum number of bits in one SIB message is 2976bits. Then the maximum number of time domains which can be supported in one cell is 19. From our understanding, the practical number of the time domains which needs to be supported within one cell coverage would be far less than 19.Observation 1: For broadcast method in Solution#11.2, the maximum number of time domains which can supported for one cell is about 19. 

Observation 2: For broadcast method in Solution#11.2, the radio resource overhead for TSN synchronization is less than 2976bits. It especially can be applied in cells with all kinds of bandwidth configurations and has no restriction on the number of TSN UE in a cell.
2.2   2.2
Scalability analysis of Solution#28A

According the signalling overhead assumptions (e.g. 132 bytes for each sync message transmission in Table_A2 in Annex A) and the MCS(Modulation and Coding Scheme) distribution of the simulation given in Annex B, the average PRBs for each sync message transmission is 3.36. According to the NR design, the minimum bandwidth of a cell is 5MHz. According to the potential bandwidth valid for each band, we assume that the PRBs per 10MHz cell is 52. Then we have the following tables regarding the resource usage in a cell.
Table_1: Resource consumption analysis

	Transmission periodicity of Sync message (ms)
	Bandwidth per cell (MHz)
	Number of UEs
	Percentage of used resources

	160
	5
	1000
	84%

	500
	5
	1000
	26.9%

	1000
	5
	1000
	13.4%

	160
	10
	1000
	40.4%

	500
	10
	1000
	12.9%

	1000
	10
	1000
	6.5%

	160
	20
	1000
	19.8%

	500
	20
	1000
	6.3%

	1000
	20
	1000
	3.2%


Generally, in order to provide normal services to UE, radio resources overhead ratio for the signalling should be lower than 10%. 

According to the analysis given above, the maximum number of time sensing UEs which a cell can support has to decrease while the transmission periodicity of the SYNC message decreases or while the bandwidth of the cell decreases. Otherwise, the overhead of the continuous SYNC message transmission will be increase along with the increased number of the UE. In Table 5.2-1 in 22.104[4], the maximum number of UE can be ≤ 100 000. As given in Table_1, the signalling overhead for the SYNC message may be too great to impact on the normal user plane data transmission, considering that the cell still needs to support other traffics, e.g. TSN traffic. 

Observation 3: For Solution#28A, the transmission of the SYNC message for each UE via the Uu interface causes lots of radio resource overheads, which will increase with the increased number of the TSN UE in a cell.

Observation 4: For Solution#28A, it is difficult to support a larger number of UEs (e.g. more than 1000) in a small-bandwidth (e.g. 5MHz) cell.

2.3   2.3
Functionality Impact analysis on UE and RAN 
2.4   <Solution#28A>
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Figure-1

Step1. NW-TT and RAN synchronized with 5GS internal time

Step2. The RAN node generate the reference time info for 5GS internal time and the cell of the RAN node broadcasts SIB9 with the reference time info, which is related to the 5GS internal time. 

Step3. Upon reception of SIB9, the UE handles the mapping of reference time and SFN boundary time.

Step4. The UE works as a boundary clock and synchronizes with the DS-TT with the 5GS internal time. The UE generates a SYNC message and send it to the DS-TT. The origin timestamp of SYNC message is generated by the UE based on the 5GS internal time. 

Step5-7 are the gPTP message transmission for TSN time defined in 28A.
2.5   <Broadcast method in Solution#11.2>
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Figure-2

Step1: RAN is synchronized with TSN GM.

Step2. Upon reception of the SYNC message from TSN GM, the RAN node generates the reference time info for TSN external time domain and the cell of the RAN node broadcasts SIB9 with the reference time info, which is related to the TSN external time.
Step3. Upon reception of SIB9, the UE selects the time domain and the time domain related reference time info, handle the reference time and SFN boundary time.
Step4. The UE generates a SYNC message and send it to the DS-TT. The origin timestamp of SYNC message is copied from SIB9. The correction field is calculated based on the origin timestamp in SIB9 and the sending time of the SYNC.

The main impacts are shown in the Table_2.

Table_2: Main impacts comparison for single time domain

	Impact
	Same for both
	28A
	Broadcast method in 11.2

	UE


	Read SIB9; 

Handle mapping between the reference time and the SFN boundary time
	
	

	
	Generate SYNC message to DS-TT


	In the SYNC to DS-TT,  generate origin time stamp based on the 5GS internal time
	In the SYNC to DS-TT, relay the information obtained from SIB9: the origin time stamp of SYNC comes from SIB 9, calculate the correction field 

	RAN
	Broadcast SIB9
	The reference time info of SIB9 is the 5GS internal time related
	The reference time info of SIB9 is the 5GS external time related


Observation5: For single time domain, there is no big different between 11.2 and 28A at UE and RAN, but 28A additionally impact on the DS-TT and NW-TT.

Observation6: For multiple time domains, 11.2 additionally requires 1) UE to select the time domain related reference time; 2) RAN to support multiple time domains.
3   
Conclusion Proposal

In a nutshell, in order to support multiple TSN time domains, 

· Broadcast method in solution#11.2 is more efficient than unicast method in solution#28A when the number of the TSN time domains is under certain limit (e.g. <=19). Broadcast method in solution#11.2 especially can be applied in cells with all kinds of bandwidths and has no restriction on the number of TSN UE. 

· When the number of time domain is higher than certain limit (e.g. >19) and the cell is configured with a large bandwidth (e.g. >5MHz), solution#28A can be applied. Otherwise, support of solution#28A only will strongly restrict the bandwidth deployment for NR cell and cause great resource overhead. 

Proposal: it is proposed to conclude the two solutions together and it is left to operator’s implementation to adopt Solution# 28A or solution# 11.2A.
This paper propose the conclusion proposal as follows:

	To enable support for TSN time synchronization, the following solutions and principles are agreed for normative work:
-  Solution# 28A is agreed  for time synchronization of multiple (e.g. >certain number of TSN time domains in the cell with bandwidth higher than certain bandwidth) external TSN time domains via (g)PTP protocols between TSN translator functions at the side of UPF and UE. 
-  Solution# 11.2 (broadcast method only) is also agreed for time synchronization of single or multiple (e.g. <=certain number of TSN time domains) external TSN time domains between the RAN node and UE.
-  Whether the reference time of the TSC AI parameters, is based on the 5G GM clock or the external TSN GM clock will be resolved in normative phase.  
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Annex A: Signalling overhead assumptions

Table_A1: Signalling overhead assumptions of broadcast method in Solution#11.2

	Broadcast signaling contents for one time domain
	bits

	Original time stamp of TSN time domain
	80

	reference time information (assuming 50ns granularity)
	59

	Uncertainty field
	5

	Time domain ID/index (up to 64)
	6

	Total
	150


Table_A2: Signalling overheads assumption of Solution#28A

	Signaling contents for each sync message transmission
	Bytes

	Sync message
	76

	Ingress time stamping (TSi) with 5G internal clock (assuming 50ns granularity in precision)
	8

	UDP(8)/IP(20) header
	28

	Ethernet MAC header
	14

	3GPP Uu header (PDCP(2)+RLC(2)+MAC(2)
	6

	Total
	132


Annex B: Simulation assumptions

Table_4: Simulation parameters

	Scenarios 
	Dense Urban (4GHz), ISD = 200m

	BS antenna configurations 
(M,N,P,Mg,Ng,Mp,Np)
	(M,N,P,Mg,Ng; Mp,Np) = (4,4,2,1,1;1,4)
(dH, dV)=(0.5, 0.8)λ

	MS antenna configurations 
	(M,N,P,Mg,Ng; Mp,Np)= (1,2,2,1,1; 1,2)
(dH, dV)=(0.5, N/A)λ

	Etilt angle 
	105 degree

	System bandwidth 
	10MHz(52RBs)

	UE attachment 
	Based on RSRP from port 0

	Duplex
	FDD

	UE speed
	3km/h for indoor, 30km/h for out door

	Traffic model 
	Full buffer

	Receiver
	MMSE channel estimation and interference modeling with 7 small scale fading cell per user
MMSE-IRC receiver

	Hybrid ARQ 
	Maximum 4 transmissions, retransmission delay = 4 slots

	Feedback
	CQI, PMI and RI reporting triggered per 5ms
PMI and CQI per subband

Type I codebook
Max 2 layers per UE

Feedback delay is 2 ms

	Transmission scheme
	SU-MIMO

	Wrapping method
	Geographical distance based

	Metrics
	MCS CDF

	MCS table
	EMBB_CP_OFDM_64QAM

	CQI table
	EMBB_64QAM

	Carrier frequency
	4GHz

	Subcarrier bandwidth
	15kHz

	User number per cell
	10

	Site number
	19（3 sectors per site）

	User antenna
	Omni

	Cell antenna
	Directed 

	Noise figure
	9dB


[image: image3.png]Empirical CDF





Figure 1: MCS CDF
3GPP


NW-TT
UPF
RAN
UE
DS-TT

2. SIB9
(reference Time Info: 5GS time )
TSN GM
3. Read SIB9, Handle the mapping of reference time and the SFN boundary time
1. NW-TT and RAN are synchronized with 5GS internal time



4.SYNC（O’,C’）for 5GS internal time
UE work as a boundary clock
6. SYNC（O,I, Ci）for TSN external time
5. SYNC（O,Ci）
Add Ingress Time Stamp

7 SYNC（O,Ci+1）
O: Origin timestamp
C: Correction Field
I: Ingress Time Stamp



NW-TT
UPF
RAN
UE
DS-TT

2.SIB9
(reference Time Info: TSN time, time domain,O )
TSN GM
3. Read SIB9; Select the time domain; Handle the mapping of reference time and the SFN boundary time

1 SYNC（O,Ci,Ri）

4. SYN（O,Ci+1）

Calculate Ci+1

5. SYN（O,Ci+2）
O(Origin timestamp)
SYNC Sending Time at step4.
O: Origin timestamp
C: Correction Field
Ci+1



